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Abstract

An adaptive filter is a digital filter that self-adjusts its transfer function according to an
optimizing algorithm. There are a number of optimizing algorithms available, but the
performance, simplicity, and stability of least mean square (LMS) algorithms outweigh other
algorithms, thus LMS algorithm has become increasingly popular. The digital filter structure
used in adaptive filtering is usually FIR with transversal or tapped delay line realization.
Adaptive filtering is one of the core technologies in digital signal processing and finds
diversified applications such as echo cancellation, channel equalization, system
identification, adaptive noise cancellation, and adaptive beamforming. This paper presents
Simulink implementation of an adaptive filter using normalized least mean square (NLMS)
algorithms to reduce unwanted noise and thus improving signal quality.
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INTRODUCTION

An adaptive filter possesses the property
of self-adjusting its transfer function
according to an optimizing algorithm.
Thus, an adaptive filter adapts its response
as the input signal characteristics changes.
Due to this demanding feature and the
construction flexibility, the adaptive filters
have been employed in many different
applications that include telephonic echo
cancellation, radar signal processing,
navigation systems, channel equalization,
biomedical signals processing, and many
more.>? As the power of digital signal
processors has increased accompanied
with decrease in its price adaptive filters
have become much more common and are
now routinely used in devices such as
mobile phones, modem, camcorders,

digital cameras, and medical monitoring
equipment.?!

Adaptive algorithm allows the filter to
learn the initial statistics of the input
signal and to track them afterwards for any
further changes.! Thus, adaptive filters
self-learn and that is called as its training
phase. As time passes, the adaptive filter
coefficients adjust themselves to minimize
error signal and achieve the desired result.
In certain applications where signal and
noise occupy the same frequency band,
e.g., in analyzing fetus electrocardiogram,
we cannot use fixed digital filters but only
adaptive filters. Similarly in applications
where the input signal statistics, or noise
statistics are changing with time,
designing fixed filter is worthless but
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adaptive filters are the only solution.!
The adaptive filter is a closed loop system
and employs feedback in the form of an
error signal. This feedback is used to tune
its transfer function in order to minimize
cost function which is a criterion for
optimum performance of the filter. The
adaptive filtering algorithm determines
how to modify filter transfer function to
minimize the cost on the next iteration.
The most commonly employed cost
function is the mean square of the error
signal (MSE).1®!

ADAPTIVE FILTER FOR NOISE
CANCELLATION

Noise is a nuisance or disturbance during
communication and it is unwanted. Noise
occurs because of many factors and few
important factors of these are interference,
delay, and overlapping.? The noise
cancellation with the help of adaptive
filter can be employed for variety of
practical applications like denoising
electrocardiograph, speech signals
enhancement, and cancelling of side-lobes
interference of an antenna array. The
problem of controlling the noise level has
become the focus of a tremendous amount
of research over the years. In the process
of transmission of information from the
source to receiver side, noise from the
surroundings automatically gets added to
the signal. Similarly, the acoustic noise
picked up by microphone is undesirable,
as it reduces the perceived quality or

intelligibility of the audio signal. The
problem of effective removal or reduction
of noise is a promising area of research.
The use of adaptive filters is one of the
most popular solutions to reduce the signal
corruption caused by predictable and
unpredictable noise.

Active Noise Cancellation

One of the interesting applications of

adaptive filters is called active noise

cancellation (ANC). This is a technique to

reduce the unwanted acoustic noise by

generating anti-noise sound through a

noise-cancelling speaker. Anti-noise is a

sound wave with the same amplitude, but

with opposite phase compared to the

original noise. The unwanted noise and

anti-noise superimpose acoustically those

results in noise cancellation.!® The idea of

implementation of ANC is shown in

Figure 1. Although the concept ANC has

been around for more than 75 years, it is

still an active and important research topic

because of its wide range of applications

that include:

(i)Provided that quiet environment in
automobile and aero plane cabins

(if) Lessening noise from motors, heavy
machinery, and engines

(iii)High-end headphone systems

(iv) Decreasing mechanical wear out and
fuel consumption through vibration
control

(v)Reducing  background noise in
communication systems, e.g., radio

[
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Fig. 1. Active Noise Cancellation Scheme.
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FIR filter in transversal structure is usually
used as the filtering element in adaptive
least mean square (LMS) filter. This
structure is also called as tapped delay line
and shown as in Figure 2. This figure
indicates that the implementation of FIR

filter requires delay line, adders, and
multipliers only. Here, wo, wjy,.. are filter
coefficients. The order of the filter is L-I
where L is the number of filter
coefficients.

Fig. 2. FIR Filter as Tapped Delay Line (Transversal Structure).

Different Adaptive Filtering Algorithms
The basic adaptive algorithms those are
widely used include LMS, and the
recursive least square (RLS). Among all
adaptive algorithms LMS has probably
become the most popular for its
robustness, good tracking capabilities, and
simplicity in stationary environment.
Although RLS is best suited for high
convergence speed in non-stationary
environment, but its computational
complexity renders it less popular choice.
Therefore, a tradeoff is required in
convergence speed and computational
complexity.

However, in such situations, LMS
provides the right solution. A number of
variants of LMS algorithm exist and they
are described as standard LMS, leaky
LMS, normalized LMS, sign LMS, sign-

error, sign-data LMS algorithm, sign-sign
LMS algorithm, fast block LMS, and
many more. Each of these types has their
own merits and demerits. However, the
most popular of them are standard LMS
and normalized LMS and they keep the
major focus in this article.

Figure 3 shows a typical adaptive noise
cancellation system. The adaptive filter
processes the reference signal x(n) to
produce the output signal y(n) by
convolution with filter’s weights w(n).
Unlike fixed FIR filter, in adaptive filter
the filter’s weight changes continuously.
The filter output y(n) is subtracted from
desired signal d(n) to obtain an estimation
error e(n). The objective here is to
minimize the error signal e(n). This error
signal is used to incrementally adjust the
filter’s weights for the next time instant.
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Fig. 3. General Schematic of Noise Cancellation Using Adaptive Filter.

LMS Algorithm

According to estimation and detection
theory, the optimum solution for adaptive
filter weights given by Weiner, also called
as Weiner—Hopf equation, is w,,=R*P;

where R is the autocorrelation matrix of
input signal x(n) and P is the cross-
correlation matrix between input signal
x(n) and desired signal d(n).'” Thus, the
computation of optimal solution involves
matrix inversion, which is computationally
quite intensive. So, the alternate solution
to this problem is instead of calculating
the optimal solution w,, , by iteration the

opt !
approximate solution can be obtained. The
algorithm starts by assuming small initial
weights, zero in most cases, and by
finding the gradient of the MSE cost
function, the weights are updated
iteratively at each step.

That is, if the MSE gradient is positive, it
implies the error is increasing positively,
which indicates to reduce the weights. In
the same way if the gradient is negative, it
indicates to increase the weights. So, the
basic weight update equation is given as;
W,,, =W, —uVe[n] where & represents

the mean-square error. The negative sign
indicates that, we need to change the
weights in a direction opposite to that of
the gradient slope. From this equation, the
weight updates equation of LMS
algorithm can be derived as
w(n+1)=w(n)+2e(n)x(n) .

Gabor was the first to put forth the idea of
a nonlinear adaptive filter in 1954 using a
Volterra series but that could not become
much popular. The legendry LMS
algorithm was invented in 1959 by
Stanford University professor Bernard
Widrow and his first doctoral research
scholar, Ted Hoff through their studies of
pattern recognition. It has become one of
the most widely used algorithms in
adaptive filtering. LMS algorithm uses a
stochastic gradient descent method in that
the filter is only adapted based on the error
at the current time. Thus, the LMS
algorithm utilizes the gradient vector of
the filter tap weights to converge to the
optimal wiener solution. The LMS
algorithm iteratively solves the Wiener—
Hopf equation and finds the filter
coefficients for an adaptive filter.

The mean-square error, as a function of
filter weights is a quadratic function which
means it has only one extreme that
minimizes the MSE, and that is the
optimal weight*? Thus, the LMS
approaches near to these optimal weights
by ascending/descending down the mean-
square error versus filter weight curve.
The LMS algorithm is based on the
steepest  descendent  method  from
numerical optimization where the cost
function is the squared error signal, i.e.,

g(n)= e(n). This error signal is fed back

to the adaptive filter and its coefficients
are changed by the specified algorithm in
order to minimize some function of the
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error signal that is known as the cost
function. LMS algorithm incorporates an
iterative practice that makes successive
corrections to the weight vector in the
direction of the negative of the gradient
vector which sooner or later leads to the
minimum mean square error.

LMS algorithm is well recognized and
extensively used due to its computational
easiness. It is this easiness that has made it
the standard against which all other
adaptive filtering algorithms are judged.
The LMS algorithm does not require
matrix inversion R™%. It does not require
the availability of the autocorrelation
matrix of the filter input and the cross
correlation between the filter input and its
desired signal. The LMS algorithms
require fewer computational resources and
memory than the RLS algorithms. The
implementation of the LMS algorithms
also is less complicated than the RLS
algorithms.  These  benefits  have
contributed in making LMS algorithm the
first choice by signal processing
community.

Normalized LMS Algorithm

The normalized LMS (NLMS) algorithm
is a modified form of the standard LMS
algorithm. The main drawback of the
standard LMS algorithm is that it is
sensitive to the scaling of input vector
x(n), thus the LMS algorithm suffers from
slow and data dependent convergence
behavior.™® This makes it very hard to
choose a step size p that guarantees
stability of the algorithm. The NLMS
algorithm, an equally simple, but more
robust variant of the LMS algorithm,
exhibits a better balance between
simplicity and performance than the LMS
algorithm. The NLMS algorithm solves
this problem by normalizing the input
signal vector with the power of the input
signal.*” Due to this property the NLMS
has been largely used in real-time

applications. The weight update equation
of the NLMS algorithm is given as below.

w(n +1)=W(n)+m

X" () x(n)
EXPERIMENTAL SETUP

The foremost objective of the noise
cancellation is to evaluate the noise signal
y(n) and to subtract it from original input
signal plus noise signal d(n) and hence to
obtain the noise free signal e(n). This
method uses a primary input signal that
contains the desired signal, i.e., speech
signal plus noise and a reference input
containing noise. The reference input is
adaptively filtered and subtracted from the
primary input signal to obtain the
estimated error signal. The desired signal
corrupted by an additive noise is
recovered by an adaptive noise canceller
using LMS algorithm. Thus, the adaptive
noise canceller improves the SNR.

Simulink developed by Mathworks is a
graphical programming environment for
modeling, simulating, and analyzing
dynamic systems. Its primary interface is a
graphical object level block diagramming
tool and a customizable set of Simulink
block libraries. Using Simulink library
browser, the desired block can be searched
and put in new model file. It offers direct
interaction with the Matlab environment
and can either drive Matlab or be scripted
from it.

Simulink is widely used in multidomain
applications including digital signal
processing for simulation and model-
based design. Simulink provides a
graphical editor, customizable block
libraries, and solvers for modeling and
simulating dynamic  systems.  Thus,
Simulink enables to incorporate Matlab
algorithms into models, and export
simulation results to Matlab for further
analysis.
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In this paper, we present an
implementation of NLMS algorithms on
Simulink platform with the intention to

noise cancellation. To begin with
Simulink, on Matlab prompt “Simulink” is
typed to open the same. If prior

knowledge of the tap-weight vector w(n)
is available, then we have to use it as
initial condition wp. Otherwise, set wp = 0.
The Simulink implementation is given in
Figure 4 which uses different blocks from

Simulink library browser. These blocks
include signal from workspace, digital
filter, downsample, LMS filter, constant,
random source, sum, and signal to
workspace. Setting parameters of these
blocks in Simulink is a very important
issue which demands matching of data
types used in different blocks. The
parameter setting of these blocks has been
done as shown in Figures 5-15.

Lowpass

Filter -
Num i
m o

Output
| Input . -
Normalized Fitered Signal
LM3 Emor y_filtered
P»in
Digital B wl
Out #1. ./ #| Desired Wi ‘L .

LM Filter

Meisy Signal

singleiwawead{dspafid_8000.wav'))

Original Signal

8 kHz audio signal

Waterfall
Scope

Waterfall

Fig. 4. Implementation of System Design for Adaptive Noise Using Simulink.

r
B Source Block Parameters: 8 kHz audio signal
-

==

Signal From Workspace (mask) (link)

Output signal samples obtained from the MATLAB workspace at successive sample
times. A signal matrix is interpreted as having one channel per column. Signal
columns may be buffered into frames by specifying a number of samples per frame
greater than 1.

An M x N x P signal array outputs M x N matrices at successive sample times. The
samples per frame must be equal to 1 for three-dimensional signal arrays.

Parameters
Signal:
kingle(wavread('dspafxf_8000.wav"))

Sample time:

1/8000

Samples per frame:
32

Form output after final data value by: |Cydic repetition - ]

[T] warn when frame size does not evenly divide input length

[ OK ][ Cancel ][ Help J

Fig. 5. Setting Parameters of ‘Signal from Workspace Block’.
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=
g Function Block Parameters: Digital Filter M

Digital Filter -

Independently filter each channel of the input over time using a specified digital
filter implementation. You can specify filter coefficents using either tunable mask

dialog parameters or separate input ports, which are useful for time-varying
coefficients.

You can also specify filters using discrete-time filter objects (dfilts) from the Signal

Processing Toolbox. Type "help dfilt™ for more information about creating these
objects.

i

Coeffident source
~) Dialog parameters
@ Input port(s)
_ ) Discrete-time filter object (DFILT)

Main Fixed-point

Parameters

Transfer function type: [FIR (all zeros) - ] =

Filter structure: [Dlrect form ~ ]

Coefficient update rate: [One filter per frame ~ ]

Initial conditions: O

[ oK ] [ cancat ] | Help ] Apply

Fig. 6. Setting Main Parameters of ‘Digital Filter Block’.

=
“l Function Block Parameters: Digital Filter ﬂ

Digital Filter =

Independently filter each channel of the input over time using a specified digital
filter implementation. You can specify filter coefficients using either tunable mask

dialog parameters or separate input ports, which are useful for time-varying
coeffidents.

You can also specify filters using discrete-time filter objects {dfilts) from the Signal

Processing Toolbox. Type "help dfilt™ for more information about creating these
objects.

Coefficent source
" Dialog parameters
@ Input port(s)
") Discrete-time filter object (DFILT)

Settings on this pane only apply when block inputs are fixed-point signals.

m

Fixed-point operational parameters

Rounding mode: [Floor -~ ] Overflow mode: [Wrap -~ ]

Fixed-point data types

Mode

Product output [Same as input - ]

Accumulator [Same as product output - ]

Output [Same as input ~ ]

[ Lock scaling against changes by the autoscaling tool

< | (113 J »

o) e ] omme ] [ awoy

Fig. 7. Setting Fixed Point Parameters of ‘Digital Filter Block’.
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G| Function Block Parameters: Downsample g
—
Downsample (mask) (link)

Downsample by an integer factor. Optional sample offset must be an integer value
in range (0, K-1).

Parameters

Downsample factor, K:
32

Sample offset (0 to K-1):
0

Initial condition:

(]
Sample-based mode: [Allow multirate - ]
Frame-based mode: [Maintain input frame size - ]
[ ok [ concel ][ Hep ][ apply
Fig. 8. Setting Parameters of ‘Downsample Block’.
| g_] Function Block Parameters: LMS Filter u

LMS Filter =

Adapts the filter weights based on the chosen algorithm for filtering of the input
signal.

Select the Adapt port check box to create an Adapt port on the block. When the
input to this port is nonzero, the block continuously updates the filter weights.
When the input to this port is zero, the filter weights remain constant.

If the Reset port is enabled and a reset event occurs, the block resets the filter
weights to their initial values.

Main Fixed-point

Parameters

Algorithm: [Normalized LMS

4
m

Filter length: 40

Specify step size via: [Dialog - ]

Step size (mu): 0.04
Leakage factor (D to 1): 1.0
Initial value of filter weights: 0

[7] adapt port

Reset port: [None v] m

Output filter weights i

Fig. 9. Setting Main Parameters of ‘LMS Filter Block’.
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Ej Function Block Parameters: LMS Filter M
LMS Filter &
Adapts the filter weights based on the chosen algorithm for filtering of the input
signal.

L Select the Adapt port check box to create an Adapt port on the block. When the
L' input to this port is nonzero, the block continuously updates the filter weights.
When the input to this port is zero, the filter weights remain constant.

If the Reset port is enabled and a reset event occurs, the block resets the filter
weights to their initial values.

m Fixed-point

Settings on this pane only apply when block inputs are fixed-point signals.

Fixed-point operational parameters
Rounding mode: Overfow mode:

Fixed-point data types

Mode
Parameters [Same word length as firstinput « }
Weights [Same as first input - ]
Products 2
& quotient [Same as first input - ]
Accumulators [Same as first input - } —
[ Lock scaling against changes by the autoscaling tool
< | 1 | »
[ ok |[ cancel |[ Hep ][ Apply

|
Fig. 10. Setting Fixed Point Parameters of ‘LMS Filter Block'.

4 ¥ Y
W Source Block Parameters: Lowpass M

Constant

Output the constant specified by the 'Constant value' parameter. If 'Constant
value' is a vector and 'Interpret vector parameters as 1-D'is on, treat the constant
value as a 1-D array. Otherwise, output a matrix with the same dimensions as the

constant value,

Main | Signal Attributes |

Constant value:

Interpret vector parameters as 1-D

Sampling mode: éample based v

Sample time:

inf

2 Lok [ concel J[ rep ]

Fig. 11. Setting Main Parameters of ‘Constant Block’.
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| Socurce Block Pa : Moise

Random Source {mask) Jink)

Output a random signal with uniform or Gaussian {normal) distributon. Set output
[~ repeatability to Monrepeatable (block randomly selects initial seed every time
simulaton starts), Repeatable (block randomly selects inital seed once and uses it
every tme simulaton starts), or Specify seed (block uses specified initial seed
every tme simulaton starts, producing repeatable output).

Parameters
Source type: [Gaussiar‘l - ]
Method: [Sum of uniform wvalues - ]

Mumber of uniform wvalues to sum:

5

_ Mear:

Variance:

1

Repeatability: [SpeciFy sead - ]

Initial seed:
[23341]

[ Inmherit output port attributes

Sample mode: [Discret\e - ]

Sample time:

1/8000
Samples per frame:

32
Output data type: [Single -~ |
Complexity: [Real - ]

I Ok I [ Cancel ] [ Help

]

Fig. 12. Setting Main Parameters of ‘Random Source Block’.

B Function Block Parameters: Sum2 @

Sum

Add or subtract inputs. Specify one of the following:

a) string containing + or - for each input port, | for spacer between ports (e.g. ++|-|
++)

b) scalar, >= 1, spedifies the number of input ports to be summed.

When there is only one input port, add or subtract elements over all dimensions or one
spedified dimension

Main | Signal Attributes

Icon shape: [ round v

List of signs:

|++

Sample time (-1 for inherited):

-1

J ok || cancel ][ Hep || appy

m

Fig. 13. Setting Main Parameters of ‘Sum Block’.
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W Function Block Parameters: Sum2 - @

Sum

Add or subtract inputs. Specify one of the following:

a) string containing + or - for each input port, | for spacer between ports (e.g. ++|-
++)

b) scalar, >= 1, specifies the number of input ports to be summed.

When there is only one input port, add or subtract elements over all dimensions or one
specified dimension

| Main Signal Attributes

[V] rRequire all inputs to have the same data type

Accumulator data type:  Inherit: Inherit via internal rule -

Output minimum: Output maximum:

0 0

Output data type: Inherit: Same as first input v
v]

Integer rounding mode: [Floor

@ Saturate on integer overflow

J‘ [ oK ][ Cancel ][ Help ] Apply

m

After running the model, three different
signals viz. original signal, noisy signal to

Fig. 14. Setting Signal Attributes Parameters of ‘Sum Block’.

®#| Sink Block Parameters: Filtered Signal ﬂ

Signal To Workspace (mask) (link)

Write input to spedified array in MATLAB's main workspace. Data is not available
until the simulation is stopped or paused.

Parameters

Variable name:
y_filtered

Limit data points to last:
inf

Decimation:

1

Frames: [Concabenahe frames (2-D array) v]

[ Log fixed-point data as a fi object

[ ok |[ cancel ][ Hep ][ apply

Fig. 15. Setting Parameters of ‘Signal to Workspace Block .

be filtered which is also called as desired
signal and filtered signal which is also
called as error signal are available in the
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Matlab workspace. They are plotted using
Matlab command typed in command
window as  >>Figure (1), plot
(y_oroginal), Figure (2), plot (y_noisy),

plotted in Figures 16-18, respectively. The
implementation result indicates that the
desired signal is effectively filtered to
recover the original sound and filter out

Figure (3), and plot (y_filtered) and are the noise.
Original Signal
1 ; .
08k -
06} -
0.4} -
L 02 i
Z 0 y
=
Togp .
-0.4 i
06 i
08}tk =
o 1 2 3 2 5 B 7 5 5
Samples w107
Fig. 16. Original Signal.
Noisy Signal
25 T T T T T T T 1
2 -
1.5 -
1 -
05 -
L i)
=
=
= O g
£
-0.5 -
-1 .
-1.5 =
pip) o
_25 1 1 1 1 1 1 1 1
0 1 2 3 4 5 B 7 8 9
Samples « 10°
Fig. 17. Noisy Signal (Original Signal + Noise).
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Filtered Signal
1.5 T T
1 —
0.5 =
= 0 -
=
=
=< -0.5 =
1 .
1.5k ]
_2 1 1 1 1 1 1 1 1
o 1 2 3 4 5 =] & 8 =]
Samples w 10°

Fig. 18. Filtered Signal.

Similarly in Simulink, the waterfall model
output of down sampled filter weight is
obtained which is shown in Figure 19. The
waterfall block displays multiple vectors
of data at one time. These vectors
represent the input data at consecutive
sample times. The input to the block can
be real or complex-valued data vectors of
any data type including fixed-point data

types. The waterfall block displays only
real-valued, double-precision vectors of
data. Therefore, the input is converted to
double-precision  before the  block
processes the data. The data are displayed
in a 3-dimensional axis in the waterfall
window. By default, the x-axis represents
amplitude, the y-axis represents samples,
and the z-axis represents time.

Time

015
o1
o.os

-0.05
0.1
-0.1s

Amplitucte

20

Samples

40

Fig. 19. Waterfall Model.

CONCLUSION

The NLMS algorithm is the most popular
adaptive algorithm. It gives guaranteed
stability and convergence. The principal

advantage of the method is in its adaptive
capability, its low output noise, and its
low signal distortion. The adaptive
capability allows the processing of inputs
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whose properties are unknown and in
some cases non-stationary. Output noise
and signal distortion are lower than can be
achieved with conventional optimal filter
configurations. The LMS algorithm adapts
the filter tap weights so that e(n) is
minimized in the mean-square sense.
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